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 Zero Inflated Poisson regression (ZIP) and Zero Inflated Negative Binomial (ZINB) regression 

were used if there was overdispersion and no multicollinearity in the data. This study aims to 
analyze measles in Bengkulu Province using the ZIP and ZINB regression models. Among 

them are selecting the best model, seeing the influential variables from the best model, and 

predicting the results of the best model. The data used is one dependent variable, namely the 

number of measles cases (Y) in each puskesmas and six independent variables (X) namely the 
percentage of measles immunization, the amount of malnutrition, the percentage of exclusive 

breastfeeding, the percentage of vitamin A, the percentage of proper sanitation, and the 

percentage of healthy house. The results of this study, the ZIP regression model formed is a 

discrete model for �̂�, namely ln(�̂�𝑖)=-5.042-0.007X1-0.014X3+0.094X4 and a zero inflation 

model for �̂�, namely logit(�̂�𝑖)= -3.656+0.101X4-0.054X6, while the ZINB regression model 

formed is a discrete model for �̂�, namely ln(�̂�𝑖)=-9,289+0.120X4 and a zero inflation model for 

�̂�, namely logit(�̂�𝑖)=- 17.841+0.205X4. The AIC value of the ZINB regression model is 

255.249, which is smaller than the AIC value of the ZIP regression model of 331.467, so the 

ZINB regression model is better to use. The influential variable in this study is the percentage 

of vitamin A administered. There is not much difference between predicted results and the 

actual data. 
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1. INTRODUCTION 

According to the World Health Organization (WHO), health is a state of complete mental, physical and social 

well-being not only free from disease but functioning normally. According to the Ministry of Health, health is a 

normal and prosperous state in which a person's physical, social and mental activities can be carried out without 

obstacles, meaning that there is continuity between physical health. One of the health problems in Indonesia is 

measles, which mostly affects children under the age of five. According to WHO data in 2015, Indonesia is one of 

the 10 countries with the highest number of measles cases in the world. The Indonesian Ministry of Health found that 

the number of measles cases in Indonesia is very high and tends to increase from 2015 to 2017. The Zero Inflated 

Poisson (ZIP) and Zero Inflated Negative Binomial (ZINB) regression models can be used to solve this problem. A 

previous study entitled "Comparison of Zero-Inflated Poisson Regression (ZIP) and Zero-Inflated Negative Binomial 

Regression (ZINB) on Overdispersed Data" was conducted by Dewanti, Susilawati, and Srinadi in 2016. In 2017, 

the study entitled Best Regression Model using Zero Inflated Poisson (ZIP) and Zero Inflated Negative Binomial 

(ZINB) conducted by Kurniawan. The case study in this study is the under-five mortality rate at Tirto Health Center, 

Pekalongan City in 2016, with the conclusion that the best Poisson model is between Zero Inflated Poisson (ZIP) and 

Zero Inflated Negative Binomial (ZINB) is a Zero Inflated Poisson (ZIP) model with an AIC value (101.1387) which 

is smaller than Zero Inflated Negative Binomial (ZINB) with an AIC value (103.1392). Based on the background, 

the authors conducted an analysis of measles in Bengkulu Province using Zero Inflated Poisson (ZIP) regression and 

Zero Inflated Negative Binomial (ZINB) regression. This is to get the best model among the ZIP and ZINB 

regressions, the influencing factors from the best model, and predict from the best model. 
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1.1 Poisson Distribusi 

Poisson is a discrete distribution used to estimate the probability that a given outcome will occur exactly y times 

in standardized units with the average occurrence of events per unit constant. A discrete random variable Y is said to 

have a Poisson distribution with parameter  > 0 if it has the probability density function as follows: 

𝑓(𝑦; 𝜇) =
𝑒−𝜇𝜇𝑦

𝑦!
 , 𝑦 = 0,1,2,… (1) 

1.2 Negative Binomial Distribution 

An experiment that has the same nature as a binomial experiment, but on a negative binomial distribution the 

action is repeated until a certain number of successes are reached. In the Negative Binomial distribution, it is possible 

to know the probability of Y success in n actions that have been determined. It is also known the probability of r-th 

success in the y-th action. So in a negative binomial experiment, the number of successes is certain while the number 

of trials is random [1]. A random variable Y that has a negative binomial distribution has the probability density 

function as follows: 

𝑓(𝑦; 𝑟, 𝜋) = 𝐶𝑟−1
𝑦−1

𝜋𝑟(1 − 𝜋)𝑦−𝑟      𝑦 = 𝑟, 𝑟 + 1,… (2) 

1.3 Regression 

Regression is a measurement of the relationship between two or more variables which is expressed in the form 

of a relationship/function. Regression requires a firm separation between the independent variable and the dependent 

variable, usually sequentially with X and Y. Regression analysis aims to explain or model the relationship between 

variables. Regression analysis is an advanced analysis that is used to predict how far the change in the value of a 

variable is. Thus, regression analysis can assist in making decisions whether the rise and fall of a dependent variable 

can be done by increasing or decreasing the independent variable [2]. 

1.4 Poisson Regression 

Poisson regression is a regression model in which the dependent variable (Y) is discretely distributed or the 

standard model for discrete data [3]. Let Y be the number of events that occur in one period with the parameter value 

of the Poisson distribution (μ). The expected value and variance of the Poisson distribution is μ [4]. Poisson regression 

model [5] can be described as: 

𝑌𝑖 = 𝜇𝑖 + 𝜀𝑖  

𝑙𝑛(𝜇𝑖) = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 +⋯+ 𝛽𝑘𝑋𝑖𝑘 

𝜇𝑖 = 𝑒
𝑋𝑖
𝑇𝛽 

1.5 Multicollinearity test 

The multicollinearity test aims to see whether the regression model found a correlation between the independent 

variables, where every change in an independent variable will cause the other independent variables to change. The 

method for testing the existence of this multicollinearity can be seen from the Tolerance Value or Variance Inflation 

Factor (VIF). If VIF > 10 or if tolerance value < 0.1, multicollinearity occurs. If VIF < 10 or if tolerance value > 0.1, 

there is no multicollinearity [6]. VIF generates an index of the amount by which the variance of each regression 

coefficient increases relatively. An increase occurs when the independent variable situation is correlated. The VIF 

formula is: 

𝑉𝐼𝐹 =
1

1 − 𝑅𝑗
2  
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1.6 Overdispersion 

Overdispersion is a deviation of assumptions that often occurs in Poisson regression caused by the number of 

observations being zero. Overdispersion in Poisson regression results in the standard deviation of the estimated 

parameter being much smaller than the actual value (underestimate) and the significance test of the independent 

variable is much larger than the actual value (overestimate), so that the resulting conclusion becomes invalid. 

Homogeneous variance shows that the dispersion value in the data is 1. To detect overdispersion in Poisson 

regression, Pearson's Chi-Square is divided into degrees of freedom. The formula for the Pearson's Chi-Square 

statistical test is as follows: 

𝜒2 =∑
(𝑦𝑖 − 𝐸(𝑌))

2

𝑉𝑎𝑟(𝑌)

𝑛

𝑖=1

 

1.7 Excess of Zeros 

One of the problems in Poisson regression is the excess zeros (Excess Zeros). Excess zeros can be seen in the 

proportion of response variables with a value of zero which is greater than other discrete data. In addition, Poisson 

regression also becomes no longer accurate in describing the actual data. Excess zeros is one of the causes of 

overdispersion [7]. 

1.8 Zero Inflated Poisson (ZIP) Regression 

The ZIP regression model was used to analyze more zero observations than estimated. In the ZIP regression, the 

case with the dependent variable contains a zero value, which is greater than 50% [8]. If Y is a dependent random 

variable that has a ZIP distribution, the value of zero is assumed to appear in two ways corresponding to different 

circumstances. The first state occurs with probability _i and produces only zero values, while the other state occurs 

with probability (1-ωi) and has a Poisson distribution called sampling zeros. This two-state process gives a simple 

two-component mixed distribution with the following probability function [9]: 

𝑝(𝑌 = 𝑦𝑖) = {

𝜔𝑖 + (1 − 𝜔𝑖)𝑒
−𝜇 , 𝑦𝑖 = 0

(1 − 𝜔𝑖)
𝑒−𝜇𝜇𝑦𝑖

𝑦𝑖!
, 𝑦𝑖 > 0

 
(3) 

  

1.9 Zero Inflated Poisson (ZIP) Regression Parameters Estimation 

The estimation of ZIP regression parameters uses the maximum likelihood method. This method is the most 

frequently used method for estimating parameters. The combined model for  and  is as follows [8]: 

𝑙𝑛 (𝜇𝑖  ) = 𝑿𝒊
𝑻𝜷 and 𝑙𝑜𝑔𝑖𝑡(𝜔𝑖) = 𝑙𝑛 (

𝜔𝑖

1−𝜔𝑖
) = 𝑿𝒊

𝑻𝜸 (4) 

1.10 Zero Inflated Negative Binomial (ZINB) Regression 

The ZINB model can be used to model count data or discrete data with many zero values in the dependent variable 

(zero inflation) and overdispersion occurs. If Yi is a random variable with i= 1,2,...,n then the value of the dependent 

variable occurs in two circumstances. The first state is called a zero state and produces only zero observations, while 

the second state is called a negative binomial state which has a negative binomial distribution with probability (1-πi 

) so it is called sampling zeroes [10]. The probability function of the Zero Inflated Negative Binomial (ZINB) 

regression model can be expressed as follows: 

𝑃(𝑌𝑖 = 𝑦𝑖) =

{
 
 

 
 

𝜋𝑖 + (1 − 𝜋𝑖) (
1

1 + 𝜅𝜇𝑖
)

1
𝜅
, 𝑦𝑖 = 0 

(1 − 𝜋𝑖)
Γ (𝑦𝑖 +

1
𝜅
)

Γ (
1
𝜅
) 𝑦𝑖!

(
1

1 + 𝜅𝜇𝑖
)

1
𝜅
(
𝜅𝜇𝑖

1 + 𝜅𝜇𝑖
)
𝑦𝑖
,  𝑦𝑖 > 0

 (5) 
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1.11 Zero Inflated Negative Binomial (ZINB) Regression Parameter Estimation 

The estimation of ZINB regression parameters using the maximum likelihood method. This method is the most 

frequently used method for estimating parameters. The combined model for  and  is as follows [8]: 

𝑙𝑛 (𝜇𝑖  ) = 𝑿𝒊
𝑻 𝜷 and 𝑙𝑜𝑔𝑖𝑡(𝜋𝑖) = 𝑙𝑛 (

𝜋𝑖

1−𝜋𝑖
) = 𝑿𝒊

𝑻𝛄 (6) 

 

1.12 Model Fit Test 

Testing the suitability of the ZIP and ZINB regression models can use the Likelihood Ratio (LR) value [11]. The 

hypothesis of the likelihood ratio test is as follows: 

𝐻0 ∶ 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 𝛾1 = 𝛾2 = ⋯ = 𝛾𝑝 = 0 (All independent variables have no effect on the dependent 

variable) 

𝐻1 ∶ At least one of 𝛽𝑗 ≠ 0 or 𝛾𝑗 ≠ 0 (There are independent variables that have an influence on the dependent 

variable) 

The statistics of the likelihood ratio test [4] are as follows: 

𝐺 = −2 𝑙𝑛 [
𝐿0
𝐿1
] = −2(𝑙𝑛 𝐿0 − 𝑙𝑛 𝐿1) 

1.13 Parameter Testing 

The ZIP and ZINB regression parameters were tested partially, namely with the and parameters. The test is 

carried out in two ways, namely testing the log model parameters and testing the logit model parameters. The test 

statistics used are by using the Wald test [12] are as follows: 

1. Parameter 𝛽 

Test the significance of the parameter ln(μ)=Xβ for the ZIP regression model and the significant test of the 

parameter ln(μi )=X_i^T for the ZINB regression model.  

𝐻0 ∶ 𝛽𝑗 = 0  

𝐻1 ∶ 𝛽𝑗 ≠ 0  

Test statistic: 

𝑊𝑗 = (
�̂�𝑗

𝑆𝐸(�̂�𝑗)
)

2

 

Rejection criteria: 

Reject H0 if 𝑊𝑗 > 𝜒(𝛼,1)
2  at significant level (α). This means that the independent variable (Xj) has a significant 

influence on the dependent variable (Y). 

2. Parameter 𝛾 

The significant test of the logit(ω)=Xγ parameter for the ZIP regression model and the significant test of the 

𝑙𝑜𝑔𝑖𝑡(𝜋𝑖) = 𝑙𝑛 (
𝜋𝑖

1−𝜋𝑖
) = 𝑿𝒊

′𝜸 for the ZINB regression model.  

𝐻0 ∶ 𝛾𝑗 = 0  

𝐻1 ∶ 𝛾𝑗 ≠ 0  

Test statistic: 

𝑊𝑗 = (
�̂�𝑗

𝑆𝐸(�̂�𝑗)
)

2

 

Rejection criteria: 

Reject H0 if 𝑊𝑗 > 𝜒(𝛼,1)
2  at significant level (α). This means that the independent variable (Xj) has a significant 

influence on the dependent variable (Y). 
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1.14 Model Selection 

The better model selection for ZIP and ZINB regression can be seen from the AIC (Akaike Information Criterion) 

value that can be used for selecting the better model. The AIC value is calculated based on the maximum likelihood 

value and the number of parameters in the formed regression model. The equation for calculating the AIC value is 

as follows: 

𝐴𝐼𝐶 = −2 ln 𝐿(𝜃) + 2𝑘 

 

2. METHOD 

This study uses a quantitative approach using discrete data. The research carried out includes the type of applied 

research, namely the application of basic science in certain fields. The basic science in this research is the Zero 

Inflated Poisson (ZIP) regression model and the Zero Inflated Negative Binomial (ZINB) regression model which 

will be applied to measles cases. The data used is secondary data. Based on the number of measles cases in every 

Puskesmas in Bengkulu Province, the number of observational data is 179. The data is obtained from the publication 

of the Regency/City Health Office in 2018, namely the health profile of each Regency/City in Bengkulu Province in 

2017. 

The stages of the research carried out are as follows: 

1. Describe the data using descriptive statistics. 

2. Perform multicollinearity testing. 

3. Test assumptions in Poisson regression analysis by using dispersion estimates in Poisson regression. 

4. Perform ZIP regression analysis by finding the regression model and assessing the parameters of the ZIP 

regression model. 

5. Conduct a ZIP regression model suitability test. 

6. Performing a significant parameter test on the ZIP regression model partially. 

7. Interpret the ZIP regression model. 

8. Perform ZINB regression analysis by searching for regression models and assessing the parameters of the ZINB 

regression model. 

9. Performing the ZINB regression model suitability test. 

10. Performing a significant test of the parameters on the ZINB regression model partially. 

11. Interpret the ZINB regression model. 

12. Comparing the AIC value of the ZIP regression model and the ZINB regression to see the best model used to 

model the number of measles. 

13. Predict the best regression model results. 

3. RESULTS AND DISCUSSION 

3.1 Descriptive statistics 

Measles case modeling with ZIP and ZINB regression uses one dependent variable (Y), namely the number of 

measles cases and six independent variables, namely the percentage of measles immunization (X1), the amount of 

malnutrition (X2), the percentage of exclusive breastfeeding (X3), the percentage of vitamin A administration. (X4), 

the percentage of proper sanitation (X5), and the percentage of healthy houses (X6).  

The descriptive statistics for each variable are shown in Table 1. Based on Table 1, the number of measles 

cases (Y) has a variance of 18.045, a standard deviation of 4.248, and an average of 1.011. The number of measles 

cases also has a minimum value of 0 in 158 Puskesmas from 5 districts/cities in Bengkulu Province and a maximum 

value of 41 occurring in Bentiring Health Center, Central Bengkulu Regency. 
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Table 1. Descriptive Statistics 

Variable Minimum Maximum Variance Standard Deviation     Average 

𝑌 0 41 18,045 4,248 1,011 

𝑋1 1,350 181,300 1243,36 35,261 84,170 

𝑋2 0 5 0,670 0,818 0,408 

𝑋3 0 100 709,093 26,629 58,430 

𝑋4 24,120 144,600 314,241 17,727 88,710 

𝑋5 0 165,300 1447,213 38,042 47,440 

𝑋6 0 187,690 950,867 30,836 64,750 

 

3.2 Multicollinearity Test 

The results of the VIF calculation for each independent variable are as follows: 

 
Table 2 Multicollinearity Test 

       Independent Variable VIF  

𝑋1 1,060782  

𝑋2 1,020944  

𝑋3 1,221189  

𝑋4 1,321654  

𝑋5 1,209956  

𝑋6 1,221912  

Based on Table 2, the VIF value for each independent variable is less than 10. This means that there is no 

multicollinearity between independent variables or no correlation between independent variables.. 

3.3 Zero Inflated Poisson (ZIP) Regression Modeling 

The first step in modeling the ZIP regression is to estimate the parameters. The ZIP regression model was carried 

out three times to obtain all independent variables (X) that affect the dependent variable (Y). The parameter 

estimation results are as follows: 

Table 3. Results of ZIP Regression Parameter Estimation 

Parameter Estimate Standard Error 𝑧 Pr  (> |𝑧|) 𝑊𝑗 

�̂�0 -5,042 1,039 -4,855 1,2 × e−6 23,549 

�̂�1 -0,007 0,003 -2,588 0,010 5,444 

�̂�3 -0,014 0,003 -4,393 1,12 × e−10 21,778 

�̂�4 0,094 0,012 7,954 1,81 × e−15 61,361 

�̂�0 -3,656 4,241 -0,862 0,389 0,743 

�̂�4 0,101 0,045 2,244 0,025 5,038 

�̂�6 -0,054 0,016 -3,370 0,001 11,391 

 

Based on Table 3, the ZIP regression model has two estimated parameters, namely  and . The  parameter is 

used when forming a discrete model for �̂� while the  parameter is used when forming a zero inflation model for �̂�. 

The ZIP regression model formed is as follows: 

1. Discrete model for �̂� 

𝑙𝑛(�̂�𝑖) = −5,042 − 0,007𝑋1𝑖 − 0,014𝑋3𝑖 + 0,094𝑋4𝑖 

2. Zero inflation model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −3,656 + 0,101𝑋4𝑖 − 0,054𝑋6𝑖 
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3.4 Zero Inflated Poisson (ZIP) Regression Model Interpretation 

The ZIP regression model was carried out until all the variables tested had an effect on the dependent variable 

(Y). The equation of the ZIP regression model formed from the parameter significance test for the and parameters is 

as follows: 

1. Discrete model for �̂� 

𝑙𝑛(�̂�𝑖) = −5,042 − 0,007𝑋1𝑖 − 0,014𝑋3𝑖 + 0,094𝑋4𝑖 

The interpretation of the model is: 

a. The X1i coefficient is -0.007. It means that every 1% addition of measles immunization will cause a decrease in 

the probability of the number of measles cases by exp(-0.007 ) = 0.993 times the original number of measles 

cases, if other variables are constant. 

b. The X3i coefficient is -0.014. It means that every 1% addition of exclusive breastfeeding will cause a decrease in 

the probability of the number of measles cases by exp(-0.014) = 0.986 times the original number of measles 

cases, if other variables are constant. 

c. The X4i coefficient is 0.094. It means that every 1% addition of vitamin A  will cause an increase in the probability 

of the number of measles cases by exp (0.094) = 1.098 times the original number of measles cases, if other 

variables are constant. 

 

2. Zero inflation model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −3,656 + 0,101𝑋4𝑖 − 0,054𝑋6𝑖 

The interpretation of the model is: 

a. The X4i coefficient is 0.101. It means that for every 1% addition of vitamin A, it will cause an increase in the 

chance of the number of measles cases by exp(0,1005)=1,1057 times. 

b. The X6i coefficient is -0.054. It means that every 1% addition of healthy houses, it will cause a decrease in the 

chance of the number of measles cases by exp (-0.05361) = 0.9478 times. 

3.5 Zero Inflated Negative Binomial (ZINB) Regression Modeling 

The first step in modeling the ZINB regression is to estimate the parameters. The ZINB regression model was 

carried out twice until all the independent variables (X) tested affected the dependent variable (Y). The parameter 

estimation results are as follows: 

 
Table 4. Result of ZINB . Regression Parameter Estimation 

Parameter Estimate Standard Error 𝑧 Pr  (> |𝑧|) 𝑊𝑗 

�̂�0 -9,289 3,146 -2,952 0,003 8.718 

�̂�4 0,120 0,037 3,241 0,001 10.519 

�̂�0 -17,841 8,165 -2,185 0,029 4.774 

�̂�4 0,205 0,083 2,470 0,014 6.100 

Based on Table 4, the ZINB regression model has two estimated parameters, namely  and . The  parameter is 

used when forming a discrete model for �̂�, while the   parameter is used when forming a zero inflation model for �̂�. 

The ZINB regression model formed is as follows: 

1. Discrete Model for �̂� 

𝑙𝑛(�̂�𝑖) = −9,289 + 0,120𝑋4𝑖 

2. Zero Inflation Model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −17,841 + 0,205𝑋4𝑖 
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3.6 Zero Inflated Negative Binomial (ZINB) Regression Model Interpretation 

The ZINB regression model was carried out until all the variables tested had an effect on the dependent variable 

(Y). The equation of the ZINB regression model formed from the parameter significance test for the  and  

parameters is as follows: 

1. Discrete Model for �̂� 

𝑙𝑛(�̂�𝑖) = −9,289 + 0,120𝑋4𝑖 

The interpretation of the model is: 

The X4i coefficient of 0.120. It means that every 1% addition of vitamin A will cause an increase in the probability 

of the number of measles cases by exp(0.120) = 1.128 times the original number of measles cases, if other variables 

are constant. 

 

2. Zero Inflation Model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −17,841 + 0,205𝑋4𝑖 

The interpretation of the model is: 

The X4i coefficient of 0.205. It means that for every 1% addition of vitamin A will cause a decrease in the chance 

of the number of measles cases by exp(0,205) = 1,228 times. 

 

3.7 Goodness of the Model 

The comparison of the goodness of the ZIP and ZINB regression models on the number of measles cases in 

Bengkulu Province in 2017 can be seen from the AIC (Akaike Information Criterion) value. The calculation of the 

AIC value of each model is calculated based on the maximum likelihood value and the number of parameters in the 

formed regression model. The results of the calculation of the value are as follows: 

 

Table 5. Akaike Information Criterion 

Regression Model AIC 

ZIP 331,467 

ZINB 255,249 

 

Based on Table 5, the ZINB regression model is better than the ZIP regression model. This is because the AIC value 

of the ZINB regression model is smaller than the AIC value of the ZIP regression model. 

 

3.7 Best Model Result Prediction 

The best model obtained in this study is the ZINB regression model. Therefore, predictions will be made using 

this model. Y prediction results are depicted in the graph as follows: 

 
Figure 1. Graph of Actual Data and �̂�. 
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 Figure 1 illustrates the relationship between actual and predicted data. Actual data is data on the number of 

measles cases in Bengkulu Province in 2017. Predicted data are calculated using the ZINB regression. The visual 

result obtained is a graph between the actual and predicted data. ZINB regression is good enough to be used to model 

the data since there is no significant different between the predicted and actual data. In addition, there is no negative 

value on the predicted data. 

4. CONCLUSION 

The conclusions obtained from this research are as follows: 

1. ZIP Regression Model in Measles Cases in Bengkulu Province in 2017 

a. Discrete Model for �̂� 

𝑙𝑛(�̂�𝑖) = −5,042 − 0,007𝑋1𝑖 − 0,014𝑋3𝑖 + 0,094𝑋4𝑖 

b. Zero Inflation Model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −3,656 + 0,101𝑋4𝑖 − 0,054𝑋6𝑖 

2. ZINB Regression Model in Measles Cases in Bengkulu Province in 2017 

a. Discrete Model for �̂� 

𝑙𝑛(�̂�𝑖) = −9,289 + 0,120𝑋4𝑖 

b. Zero Inflation Model for �̂� 

𝑙𝑜𝑔𝑖𝑡(�̂�𝑖) = −17,841 + 0,205𝑋4𝑖 

3. The AIC value of the ZINB and ZIP regression model consecutively are 255.2492 and 331.4668. The ZINB 

regression is better than ZIP regression since it has smaller AIC value. 

4. Based on the ZINB regression model, a significant factor influencing the number of measles cases in Bengkulu 

Province is the percentage of vitamin A administration. 

5. Based on the difference between actual and predicted data and the value of the predicted data, the ZINB 

regression is good enough to be used to model the data. 
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