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 Improving the quality of public services has become a major concern in government agencies 

as an effort to provide optimal public services. The quality of service can be affected by various 

factors. Therefore, it is necessary to conduct an analysis to find out the relationship between 
factors that affect service quality and service quality itself. Efforts are made to analyze the 

relationship between factors that affect service quality and service quality itself by using the 

ordinal logistic regression method in analyzing the relationship between influencing factors 

and influencing factors. The purpose of this study is what factors significantly affect the quality 
of services at the Air Haji Health Center. Based on the results of data analysis, it was found 

that the variables that significantly affected the quality of service were direct evidence 

variables, guarantee variables, and empathy variables. This research is useful for the Air Haji 

health center in an effort to improve the quality of health services. 
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1. INTRODUCTION 

Service quality is a comparison between the reality of the service received and the expectation of the service to be 

received [1]. Service quality can measure the success of government organizations or institutions as public service 

providers. Improving the quality of public services has become a major concern in government agencies as an effort 

to provide optimal public services [2]. Service quality can be influenced by several factors, to see what factors affect 

service quality, an analysis can be carried out to find out the relationship between influencing factors and service 

quality. 

Another method that is often used in an effort to analyze the relationship between independent variables and 

dependent variables is the probit model. The probit model is one of the statistical methods used to analyze data with 

ordinal category dependent variables. This model uses the normal distribution function to determine the probability 

of each category [3]. However, there are drawbacks in the analysis using the probit model, namely limitations in 

interpretation, the probit model often produces parameters that are difficult to interpret [4]. The probit model is more 

complex compared to some other models, such as the ordinal logit model. In the context of health care quality 

analysis, it is important to consider these shortcomings and perhaps also explore other alternative methods such as 

the ordinal logit model, to ensure better and easier interpretation of the analysis results [5]. 

Ordinal logistic regression is a regression method that can be used to describe the relationship between a 

dependent variable (Y) and one or more independent variables (X), where the variable is bound to more than two 

categories and the measurement scale is hierarchical and aims to determine the factors that affect the bound variable 

Y and produce an odds ratio related to the value of each independent variable [6]. The goal of this method is to obtain 

a good and simple model that depicts a response variable with a set of predictor variables. 

2. ORDINAL LOGISTIC REGRESSION 

Logistic regression is a method that can be used to find the relationship between a response variable that is 

dichotomous (nominal/ordinal scale with two categories) or polychotomous (nominal/ordinal scale with more than 

two categories) with one or more categorical or continuous scale predictor variables [7]. 
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The model form of logistic regression is: 

𝜋(𝑥) =  
𝑒𝛽0+𝛽1𝑥1

1 + 𝑒𝛽0+𝛽1𝑥1
 

By using the logit transformation of (𝑥) to make it easier to estimate the formulated regression parameters is: 

𝑔(𝑥) = 𝐼𝑛 [
𝜋(𝑥)

1 − 𝜋(𝑥)
] =  𝛽0 + 𝛽1𝑥1 

Ordinal logistic regression is a statistical method that describes the relationship between a dependent variable 

(Y) and one or more independent variables (X), where the dependent variable has more than two categories and the 

measurement scale is hierarchical [8]. The model used for ordinal logistic regression is the cumulative logit model. 

The cumulative logit model is a model obtained by combining cumulative opportunities, namely less or equal 

opportunities than the response category with greater opportunities than the response category [9]. 

𝑔𝑗(𝑥) = 𝐼𝑛 [
𝑃(𝑌 ≤ 𝑗|𝑋𝑖)

𝑃(𝑌 > 𝑗|𝑋𝑖)
]  = 𝛽0𝑗 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑖  

Ordinal logistic regression has several assumptions, including: Bound variables or dependent variables must 

be ordinal scaled, Independent variables can be continuous, ordinal or categorical, There is no multionlinearity, and 

There is an odds ratio [10].  

The maximum Likelihood Estimator (MLE) method is used to estimate parameters in logistic regression which 

basically provides an estimation value by maximizing its likelihood function. The likelihood function describes the 

probability of observation data as a function of unknown parameters, so it is suspected that the logistic parameter is 

known first as the likelihood function. Systematically the likelihood function is written with [11]. 

𝑙(𝜷)  =  ∏ [𝜋0(𝑥𝑖) 𝑦0𝑖

𝑛

𝑖=1
𝜋1(𝑥𝑖) 𝑦1𝑖𝜋2(𝑥𝑖) 𝑦2𝑖] 

   

The maximum likelihood method is the value of the parameter estimator by maximizing the likelihood log function. 

By differentiating the log likelihood form to the 𝛽1, 𝛽2, ⋯ , 𝛽𝑘 and equalize it to zero. 

3. METHOD 

The type of research applied is applied research that begins with theoretical analysis and data collection, then ordinal 

logistic regression analysis is carried out. The ordinal logistic regression method is a method for determining the 

relationship between dependent variables and response variables. The data used is primary data obtained from the 

results of distributing questionnaires to visitors at the Air Haji health center. Factors that are suspected of influencing 

service quality are direct evidence, reliability, responsiveness, assurance, and empathy. In problem solving, ordinal 

logistic regression is assisted using R software. 

The research procedures applied in this research are: 

1. Sampling Techniques 

The sampling technique used in this study is a survey using a questionnaire containing a number of structured 

written questions to obtain information from respondents.  

The sampling steps are [12]: 

a. Making a sample framework in this study that will be the sample framework is name, age, gender. 

b. Determining the overall sample volume using the slovin formula 

c. Distributing questionnaires to visitors found at the time of the study were 200 people. 

2. Research Instruments 

Research instruments are tools needed for researchers in collecting data. The research instrument used in this 

study is a questionnaire. The steps are: 

a. Making an instrument grid 

b. Designing research instruments in the form of questionnaires 
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c. Perform instrument validation and reality tests 

3. Data Analysis Techniques 

The stages of the analysis: 

a. Collect questionnaire answers that have been filled out by respondents 

b. Checking the data and scoring the answers 

c. Calculate the average on each independent variable 

d. Estimating parameters using the Maximum Likelihood Estimator (MLE) method 

e. Forming a model of logistic regression speculation between the bound variable (Y) and the independent 

variable (X)  

f. Conducting a coefficient significance test of the logistic regression model using the G test  

g. Conducting an individual coefficient significance test to determine the independent variable that has a 

significant effect on the bound variable using the Wald test  

h. The formation of the best model is based on the coefficient significance test of the model that has been carried 

out. 

i. Conducting multilinearity assumption tests 

j. The purpose of the study was to test whether the regression model found a correlation between independent 

variables. 

k. Interpretation of the model using odds ratio 

The ordinal logistic regression model has been tested and the results of the model are good. The significance 

is real, then the data can be interpreted using the odds ratio 

4. RESULTS AND DISCUSSION 

4.1 Data Deskription  

The following is a description based on the variables in tabulation obtained from the distribution of the questionnaire. 

Table 1 is the percentage of respondents to five independent variables out of the five variables studied, it can be seen 

that the highest level of respondents feel agree and strongly agree with the responsiveness variable of 94.6% and the 

lowest is the direct evidence variable of 81.50%. 

Table 1. Description Research Results 

No 
Independen Variable 

(X) 

Consent Level (%) 

Strongly 

aggre 
Agree Disagree 

Strongly 

disagree 

1 Direct Evidence 13.4 75.3 9.6 1.6 

2 Reliability 30.1 63.3 6.3 0 

3 Responsiveness 29.9 64.7 5.5 0 

4 Guarantee 17.5 74 8.5 0 

5 Empathy 26.6 64.7 8.8 0 

 

Table 2. Description Research Results 

No Y  Category  Percentage 

1 Very unsatisfactory 3.6 

2 Unsatisfactory 12.1 

3 Neutral/standard 29.6 

4 Satisfying  36.7 

5 Very satisfying 18.1 
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In the dependent variables studied, it can be seen that the highest level of service quality of respondents from 

the five categories above is satisfactory at 36.6% while the lowest is very unsatisfactory at 3.6%. 

4.2 Data Analysis Result 

1. Estimator Parameters 
Parameter β in the ordinal logistic regression model is estimated using the maximum likelihood method (MLE) by 

maximizing the likelihood function. [13]. 

 

Table 3. Predicted Parameter Results 

Variable Variable β 

Dependent [Y=1] -4.325 

[Y=2] 2.095 

[Y=3] 5.585 

[Y=4] 8.484 

Independent 𝑋1(2) -8.202 

𝑋1(3) -3.883 

𝑋1(4) -0.853 

𝑋2(3) 1.663 

𝑋2(4) 1.255 

𝑋3(3) -1.100 

𝑋3(4) -0.636 

𝑋4(3) 3.486 

𝑋4(4) 6.254 

𝑋5(3) 5.424 

𝑋5(4) 5.444 

Results of Table 3 an ordinal logistic regression model with all independent variables is obtained: 

 𝑔1(𝑥) = −4.325 − 8.202𝑥1(2) − 3.883𝑥1(3) − 0.853𝑥1(4) + 1.663𝑥2(3) + 1.255𝑥2(4) 

−1.100𝑥3(3) − 0.636𝑥3(4) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(4) 

𝑔2(𝑥) = 2.095 − 8.202𝑥1(2) − 3.883𝑥1(3) − 0.853𝑥1(4) + 1.663𝑥2(3) + 1.255𝑥2(4) 

−1.100𝑥3(3) − 0.636𝑥3(4) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(4) 

𝑔3(𝑥) = 5.585 − 8.202𝑥1(2) − 3.883𝑥1(3) − 0.853𝑥1(4) + 1.663𝑥2(3) + 1.255𝑥2(4) 

−1.100𝑥3(3) − 0.636𝑥3(4) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(4) 

𝑔4(𝑥) = 8.484 − 8.202𝑥1(2) − 3.883𝑥1(3) − 0.853𝑥1(4) + 1.663𝑥2(3) + 1.255𝑥2(4) 

−1.100𝑥3(3) − 0.636𝑥3(4) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(4) 

After the results of the parameter β estimation are obtained, they can then be tested using coeffecient significance 

testing model. 

2. Coeffecient Significance Testing Model 

The coefficient significance test of the model is useful to check whether the independent variable in the significant 

model has a real effect on the bound variable [14]. 

The significance test of the model by testing all independent variables on the model simultaneously using 

concurrent test. 

 

Hypothesis: 
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𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑗 = 0 

𝐻1: 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0 

Table 4. Simultan Test 

G 𝛘 
𝟐 

426.501 11.070 

 

At the Table 4, it can be seen that the logistics value of the G test obtained is greater than the value of 𝜒 
2 =

11,070 and thus, for this hypothesis test, it is concluded that it is rejected 𝐻0. 

Testing the significance of logistic regression parameters by testing all independent variables against partially 

bound variables using the Wald test. 

Hypotheses: 

𝐻0: 𝛽𝑗 = 0, 𝑓𝑜𝑟 𝑗 = 1,2, ⋯ , 𝑘 (xj modifier has no real effect) 

𝐻1: 𝛽𝑗 ≠ 0 (xj modifier has real effect). 

Table 5. Wald Test Results 

Variable β P-value 

Dependen [Y=1] -4.325 1.051 

 [Y=2] 2.095 2.144 

[Y=3] 5.585 1.402 

[Y=4] 8.484 1.345 

Independen 𝑋1(2) -8.202 2.769364e-05 

 𝑋1(3) -3.883 4.630022e-02 

𝑋1(4) -0.853 6.683753e-01 

𝑋2(3) 1.663 1.480498e-01 

𝑋2(4) 1.255 2.895705e-01 

𝑋3(3) -1.100 6.029765e-02 

𝑋3(4) -0.636 3.176876e-01 

𝑋4(3) -0.853 1.656554e-04 

𝑋4(4) 1.663 6.698333e-10 

𝑋5(3) 5.424 2.509796e-10 

𝑋5(4) 5.444 2.663469e-09 

 

By looking at the significant values in the table, it can be seen that there are several independent variables that 

have a significant effect on the bound variable, namely direct evidence variables for the disagreement category 

(𝑋1(2)), Direct Evidence Variables for Agree Category (𝑋1(3)),  Guarantee variables for the Agree category (𝑋4(3)), 

the jeminvariable for the category strongly agrees (𝑋4(4)), Empathy variables for the Agree category (𝑋5(3)), and the 

empathy variable for the category strongly agrees (𝑋5(4)). 

 

3. Selection of the Best Model of Ordinal Logistic Regression 

The selection of the best model is which independent variables included in the model so that the model can explain 

the relationship with the dependent variable well. The selection of the best model using the backward method. The 

backward method is a method that includes only all significant independent variables. The procedure is stopped if 

there are no more significant independent variables. [15].  
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Table 6. Results of Coefficient Model Significance Testing 

Independent Variable  β Significance 

𝑋1(2) -8.202 2.769364e-05 

 𝑋1(3) -3.883 4.630020e-02 

𝑋4(3) 3.486 1.656554e-04 

𝑋4(4) 6.254 6.698333e-10 

𝑋5(3) 5.424 2.509796e-10 

𝑋5(4) 5.444 2.663469e-09 

Independent variables that have been reduced with a significance value smaller than α (0.05) will be independent 

variables for the best model. Next, a table can be made containing the results of the regression analysis after reduction. 

𝑔1(𝑥) = −4.325 − 8.202𝑥1(2) − 3.883𝑥1(3) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(3) 

𝑔2(𝑥) = 2.095 − 8.202𝑥1(2) − 3.883𝑥1(3) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(3) 

𝑔3(𝑥) = 5.585 − 8.202𝑥1(2) − 3.883𝑥1(3) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(3) 

𝑔4(𝑥) = 8.484 − 8.202𝑥1(2) − 3.883𝑥1(3) + 3.486𝑥4(3) + 6.254𝑥4(4) + 5.424𝑥5(3) + 5.44𝑥5(3) 

All variables in the equation above have a small significance value of α (0.05) and the significance value of 

each variable can be seen in Table 6. 

4. Model Interpretation  

Interpret the model using odds ratio. Odds ratio is a measure that estimates how much the tendency of independent 

variables to dependent variables is. Odds ratio is a measure to determine the risk of a tendency to experience an event 

between one category and another category in a variable notated with (OR). To interpret how much chance of free 

variables in the best model that has been obtained, you can see the odds ratio table below : 

Table 7. Nilai odds ratio dari model 

Independent Variables (X) Exp (β) 

𝑋1(2)     2.740284e-04 

 𝑋1(3)     2.057391e-03 

𝑋4(3)   32.66686 

𝑋4(4) 520.5527 

𝑋5(3) 226.9482 

𝑋5(4) 231.4855 

 
In table 7 above, we can see that the guarantee variable for the strongly agree category has the highest chance 

of 520.5527 times the patient feels very satisfied compared to the direct evidence variable and the empathy variable.  

 

5. CONCLUSION 
 

The independent variables that affect the quality of health services are direct evidence, guarantees, and empathy. The 

opportunity for the quality of health services can be seen from the odds ratio. The odds ratio value of the direct 

evidence variable for the disagreement category is 2.740284e-04. The odds ratio value of the direct proof variable 

for the agree category is 2.057391e-03. The value of the odds ratio of the collateral variable for the strongly agree 

category is 32.66686. The odds ratio value in the guarantee variable for the strongly agree category is 520.5527. The 

odds ratio value in the empathy variable for the agree category is 226.9482. The odds ratio value in the empathy 

variable for the strongly agree category is 231.4855. 
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